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Abstract of the contribution: This paper proposes a new solution addressing KI#2.
1
Discussion

KI#2 and Use case#4 are defined in TR 23.700-84 as follows:
5.2.2
Key Issue #2: 5GC Support for Vertical Federated Learning
This key issue aims to provide solutions for enabling 5GC support for vertical federated learning (VFL) involving NWDAF and/or AF, where no raw data need to be exchanged but some level of coordination is still required when training and inference are performed on local models. In particular, datasets used for each local model need to share the same samples while holding different features.

In Rel-18, ML model sharing between NWDAFs has been studied as a part of Horizontal Federated Learning. However, federated learning between NWDAF and AF has not been studied (e.g. when the NWDAFs and/or AFs are in different domains, locations, regions etc).

Vertical Federated Learning (VFL) can be considered as an alternative mechanism for distributed functionalities of an ML model. Note that, as scoped in Rel-19, NWDAF and/or AF may be involved for VFL.

This Key Issue aims to study architecture enhancement to support VFL, which allows the cooperative AI/ML training and inference with the following aspects:

-
Identify VFL use cases and under which conditions, and for which entities these VFL use cases show that VFL is justified to train ML models.

-
Whether and how to support architecture enhancement for supporting VFL for model training and/or inference. In particular:

-
Whether and how the existing NF discovery and selection needs to be enhanced.

-
Whether and how ML Model training and/or inference related procedures need to be enhanced to support VFL.

-
Whether and how to do performance monitoring for the ML model trained via VFL.

-
Whether and how to provide ML Models to the participants in the VFL training process.

-
How to support sample and feature alignment among the participating network entities when performing VFL.

NOTE 1: 
Application layer-based VFL requiring communication between AFs and/or UEs application client, is out of scope.

NOTE 2:
During the study on this KI, consultation with SA WG3 is required for handling security aspects.

NOTE 3:
RAN and UE aspects are out of scope.

NOTE 4:
The existing procedures defined for Horizontal FL in TS 23.288 [5] will be taken into account when studying the procedure for VFL.

5.1.4
Use Case #4: Motivation and Support for VFL in 5GC

It is well known in the AI/ML literature that VFL is a federated learning setting where multiple parties perform training on data sets that share the same sample space but differ in feature space. Because of this, an alignment in sample and feature spaces among participating entities is usually required before applying VFL. VFL further allows to perform joint training without exposing raw data, with each entity owning its own model but not needing the same model architectures. This is a way in which VFL differs from HFL. TS 23.288 [5] provides NWDAF specification support for HFL but no VFL support is available, and the existing procedures defined for HFL may be enhanced to support VFL, as mentioned in clause 5.2.4.

This use case proposes to support VFL in 5GC for analytics derivation leveraging sample and optionally (if needed) feature alignment between the entities participating in VFL, and where the main entity facilitating the VFL operation is NWDAF and other entities may be other NWDAF instances. In a multi-vendor scenario, this would allow participating NWDAF instances to collaborate in VFL without the need for model sharing.

Some of the motivations to introduce VFL in 5GC are as follows:

-
VFL may support distributed inference.

-
A more flexible technique: In VFL vendor specific local models and features can be deployed in each participant, so that it is possible that each participant selects or configures the local model to be used, as such vendor or operator specific local models and features, including not standardized features, are simpler to implement comparing with HFL.

In one PLMN where multiple NWDAFs are deployed, each NWDAF instance may perform data collection according to their available data sources. Depending on the Analytics ID and the deployment scenario however, the different NWDAF instances may share the same sample space or train on different sample spaces. VFL would be beneficial on the former case. Furthermore, in VFL each NWDAF instance does not collect the same input data for the same Analytics ID.
It is proposed to support architecture enhancement for supporting sample/feature alignment and VFL among the participating NFs (e.g., VFL Active Participant, VFL Passive Participant) for model training and inference.
2
Proposal

It is proposed to agree the proposed solution for inclusion in TR 23.700-84.
*** BEGIN CHANGES ***

6
Solutions

6.0
Mapping of Solutions to Key Issues

Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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*** NEXT CHANGE ***
6.X
Solution #X: Vertical Federated Learning between NWDAF and AF
6.X.1
Description
In this solution, it is proposed to support VFL between NWDAF and AF including sample/feature alignment and model training in VFL in VFL between NWDAF and AF without or with one coordinator (e.g., NWDAF, AF, NEF, and so on) to address KI#2, which is also aligned with the Use case#4 in TR 23.700-84.
NOTE: This paper covers the case of VFL with or without one VFL coordinator.
6.X.2
Procedures
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Figure 6.X.2-1. Procedures for VFL between NWDAF and AF. 

1. The NFs who can support the VFL are registered via NRF, the NRF stores the NWDAF or AF profile and returns the potential supporters (e.g., VFL Active Participant, VFL Passive Participant, and VFL Coordinator) to the NF consumer.

2. The NF consumer sends the request and subscription to the VFL Active Participant for VFL procedure.
3. The VFL Active Participant response to the NF consumer with the indication for VFL procedure request from the NF consumer.
4. The NF consumer sends the training phase request for VFL by interacting with VFL Active or Passive Participant.

5. Alignment information for the VFL model training phase by interaction between VFL Active Participant and VFL Passive Participant with or without an VFL coordinator. Alignment information may include sample space and feature space.
6. The VFL Active Participant and VFL Passive Participant start model selection and local training. How to perform the local training is out of the scope.
7. The VFL Active participant does some exchange with the VFL Passive Participant with or without one VFL coordinator. The exchange information may include intermedia results for model update (e.g., gradients, step-size, and so on).
8. The VFL Active Participant and the VFL Passive Participant do the model aggregation based on the intermedia results and some model updates. 
NOTE: The Step 6 to the Step 8 are repeated until the VFL Active Participant NF determines the performance of the VFL model reach the training requirements.
9. The VFL Active Participant determines the model training is completed.
10. The VFL Active Participant sends the notification for the completion of VFL training to the VFL Passive Participant.
6.X.4
Impacts on services, entities and interfaces
NWDAF:

-
Supports for the service of VFL training.

NRF:

-
Supports the capability of recognition and storage of profile for discovery of one VFL procedure.

AF:

-
Supports for the service of VFL training.
*** END CHANGES ***
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